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Transactional Data Structures suffer from false conflicts
g The impact of those conflicts is significant in distributed data structure
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equally useful in distributed systems. w
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/ False Conflicts by example \

** Consider an example of a set implemented using a sorted list. Here, insertion of an element in the set can be viewed as a high level operation, while insertion
of an object in the sorted list can be viewed as a low level operation. To insert an object O1 between objects O2 (lower) and O3 (greater), a transaction T must
traverse from the head of the list, and read all objects prior to O1. Ideally, any invalidation due to concurrent writes on objects prior to O1 would not
compromise T's correctness and should not create any conflicts. However, high level operations, even though semantically independent, traverse the same
set of objects during their execution, causing false conflicts. False conflicts can degrade performance, especially in distributed data structures, where
repeated aborts can significantly in- crease transaction execution time, as transaction execution in this setting includes expensive network communication.

Contributions:

/ QR-ON: Open Nesting \

QR-ON incorporates the open nesting model. In open nesting, only the objects accessed within the (open) nested transactions are validated and (globally)
released after successful commit. This early release increases the potential for improving concurrency: two parent transactions that have read or written the
same set of objects in their inner transactions will not detect any conflict during their commit.

QR-OON: Optimistic Open Nesting
QR-OON makes QR-ON’s commit phase non- blocking: when an open-nested transaction commits, it starts the classical open-nested commit phase. Besides, the
transaction is also locally committed, allowing subsequent transactions to start their execution without waiting for its commit. This causes an overlap between

the commit of an open-nested transaction and the read/write phase of subsequent transactions. The approach pays off when subsequent open-nested
transactions are likely to access the data written by the previous, still committing, transaction.

QR-ER: Early Release

QR-ER, does not rely on open nesting, but instead, use an early release mechanism to resolve false conflicts. QR- ER drops those objects from the transaction
read-set that do not need to be validated because, even in case of invalidation, they do not compromise correctness of the execution.
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Prellmmary Evaluation
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Open nesting is the typical solution for solving false conflicts, but we determined that it has significant commit
overhead in fault-tolerant DTM. We showed that optimistic open nesting can outperform open nesting in low

contention scenarios. Additionally, we showed that early release can provide substantial performance

Qmprovement -- up to an order of magnitude -- over its open nesting counterparts. Y,
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